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     A middleware system that allows different kinds of scientific simulations - that is, heterogeneous simulations - to be combined efficiently into a single program has been developed in the form of agents. The agents provide high-level semantic transformation and automatic data communication between different physical and mathematical modeling approaches for performing composite analysis in parallel and distributed environments. The technique of heterogeneous scientific simulations can improve physical accuracy and simulation scale by combining multiple calculation approaches, and reduce the execution time and increase the size and realism of the problems.

     It is becoming increasingly important for computational scientists to simulate complicated real-world scenarios in which physical phenomena are mutually intertwined and different kinds of scientific applications need to be combined to perform high fidelity simulations. However, the current state of transparent technology is often insufficient to perform heterogeneous computing at such an application level. Users must often waste significant time and effort developing custom techniques for performing low-level programming to revise the original programs appropriately. When combining heterogeneous simulations with different physical and mathematical modeling approaches, physical values at boundary regions associated with one simulation must be transformed to values associated with other simulation. When these simulations are executed on different types of machines in parallel and distributed environments, users must also implement communication from one simulation to the other. 

     To mask the complexities involved in heterogeneous simulations with different discrete points such as mesh points and particles, a common software platform has been proposed in the form of agents that provide high-level semantic transformation between different discrete points and multiple communication paradigms for efficiently combining simulations in a unified way[1]. We are participating the Real World Computing project in order to explore new application targets and have enhanced our middleware system to demonstrate composite simulations, which needs less than 1/10 programming steps compared to usual development. The features of the middleware system are as follows: 

   (1) Provides a small number of library calls for the agents in order to facilitate use and

      minimize impact on user programs. 

   (2) Supports a quick search for correlated discrete points associated with correlative

      specification and a collection of techniques for semantically transforming the values

      associated with correlated discrete points.  

   (3) Incorporates automatic determination to which processes the values must be transferred

      based on message passing library PVM.

   (4) Includes a conversion technique that changes specific data formats of the information

      about the discrete points defined by an interface definition language to a common 

      data format.

     A number of other systems have been built for constructing complex scientific simulations in parallel and distributed environments. An environment on the IBM SP-2 has been developed for the specific problem of transferring data between overlapping grids in a single parallel simulation[2].  Schooner[3] which is based on remote procedure call (RPC), Netsolve[4] in which agents select suitable remote scientific libraries, and Ninf[5] have been developed as interconnection systems that enable users to access computational resources distributed across a network. In contrast with these systems, our agent middleware system is designed for efficiently combining extensive simulations using different mathematical and physical modeling techniques, and is designed to be easily ported to new machines that support message-passing libraries such as PVM (Parallel Virtual Machine)[6] and MPI (Message Passing Interface)[7]. 

     The prototype middleware system has been developed on the Hitachi SR2201 parallel machine as well as workstation clusters, and applied to two advanced device simulations. These combinations can be efficiently realized using 20 agent library calls, together with some additional statements to convert the formats of the discrete point data.

     (a) A mesh-mesh heterogeneous simulation has been used to analyze the quantum transport characteristics of an ultra-small device, in which a quantum transport simulation is combined with an electric potential calculation used in a conventional device simulation. 

     In calculating the electric potential of the whole device region, a three-dimensional Poisson equation is discretized using unequal FDM to solve linear equations. For quantum transport characteristics, a two-dimensional Schrodinger equation is discretized using equal FDM to reduce the time required to solve symmetric eigen equations. After searching for the correlated discrete points, the agents extract the potential values of unequal discretized mesh points, and transfer and map the values to the equal discretized mesh points. 

     (b) A particle-mesh heterogeneous simulation has been used to calculate thermal diffusion from current flow of a high-frequency device, in which heat transfer through a Si substrate including a defect layer is analyzed by combing a molecular dynamics simulation with thermal diffusive simulation as boundary conditions. 

     The continuum simulation is discretized with mesh points using FDM. The kinetic energy values of atoms obtained from the molecular dynamics simulation in microscopic scale are transferred and transformed the values to temperature in the continuum simulation. 

     The middleware system allows users to use the best combination of a variety of software resources on global scale and also extend their own programs to support additional functionality just as software integration in parallel and distributed environments. The technique can be expected to make great progress in composite simulations which combine various kinds of large-scale scientific applications developed by advanced laboratories.
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