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■ The difficulty of finding information on the
World Wide Web by browsing hypertext docu-
ments has led to the development and deploy-
ment of various search engines and indexing
techniques. However, many information-gather-
ing tasks are better handled by finding a referral
to a human expert rather than by simply interact-
ing with online information sources. A personal
referral allows a user to judge the quality of the
information he or she is receiving as well as to
potentially obtain information that is deliberately
not made public. The process of finding an expert
who is both reliable and likely to respond to the
user can be viewed as a search through the net-
work of social relationships between individuals
as opposed to a search through the network of
hypertext documents. The goal of the REFERRAL

WEB Project is to create models of social networks
by data mining the web and develop tools that
use the models to assist in locating experts and
related information search and evaluation tasks.

The vast network of linked documents
that make up the World Wide Web
(WWW) is only one manifestation of a

larger and more profound phenomenon;
namely, the social network that links all peo-
ple. In the 1960s, Stanley Milgram’s (1967)
pioneering work on the small-world problem
showed that any two randomly chosen indi-
viduals in the United States are linked by a
chain of six or fewer first-name acquain-
tances. Researchers have replicated this phe-
nomenon in many contexts, ranging from
groups of workers within a corporation
(Wasserman and Galaskiewicz 1994; Krack-
hardt and Hanson 1993) to patterns of e-mail
communication around the world (Schwartz
and Wood 1993). The idea that everyone is
connected this way has been popularized by
the phrase “six degrees of separation” as well
as by games based on tracing the networks
around celebrities.

A well-known pastime in the mathematics
community is determining an individual’s

Erdos number, which is the number of links
between the person and the famous mathe-
matician Paul Erdos, where a link corresponds
to coauthorship of a published paper (Gross-
man and Ion 1995). Although this game was
inspired by the fact that Erdos was amazingly
prolific, similar graphs can be created in
many domains that connect any individual,
no matter how obscure, with practically all
others in only a few links. For example,
according to the web site entitled the “Oracle
of Bacon at Virginia,” over 100,000 actors are
within 3 links of Kevin Bacon using the costar
relationship.

However, the task of constructing and ana-
lyzing social networks is more than just a
game. Numerous studies have shown that one
of the most effective channels for dissemina-
tion of information and expertise within an
organization is its informal network of collab-
orators, colleagues, and friends (Galegher,
Krautz, and Edigo 1990; Granovetter 1973).
Indeed, the social network is at least as impor-
tant as the official organizational structure for
tasks ranging from immediate, local problem
solving (for example, fixing a piece of equip-
ment) to primary work functions (such as cre-
ating project teams). 

The Hidden Web
Both the WWW and corporate intranets are
often cited as tools that can help organiza-
tions function more efficiently by making it
easier for individuals to directly access infor-
mation sources. However, almost as soon as
the web entered the public consciousness, a
major problem was recognized in achieving
its promise of democratizing information
access, namely, the difficulty a person has in
navigating its complex network of hyperlinks.
The response has been an arms race in the
development of competing web-indexing
engines. Although the general problem of
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Let us consider for a moment how locating
an expert on a given topic actually works
when it is successful. In a typical case, I con-
tact a small set of colleagues whom I think
might be familiar with the topic. Because
each person knows me personally, he/she is
quite likely to respond. Usually, none of them
is exactly the person I want; however, they
can refer me to someone they know who
might be. After following a chain of referrals
a few layers deep, I finally find the person I
want.

Manually searching for a referral chain is
time consuming and failure prone. When the
process fails, it is not because the social net-
work is unconnected but because the chain
dies out before reaching an expert. In fact, in
Milgram’s original experiments, failed chains
often terminated with a person who lived a
few blocks from the intended target’s resi-
dence. Our own simulation experiments,
which we describe here, confirmed that
responsiveness is the most important factor
in successful referral chaining. 

Automating Referral Chaining
How can the efficiency of referral chaining be
improved? Milgram’s experiments involved
hand delivering a letter without making any
copies of it; thus, it involved a search of
width one. Electronic mail makes it trivially
easy to increase the fan out of the search at
each step. Unfortunately, messages that are
broadcast to large numbers of people or that
appear to be part of a mail pyramid are quick-
ly categorized by most recipients as junk mail
and, thus, are ignored. News groups have tra-
ditionally functioned as a way to contact a
large community in a less obtrusive fashion.
However, with the growth of the internet, the
social ties between people who are only
linked by virtue of being participants in the
same news group have become so tenuous
that one can no longer count on receiving
any responses to posted queries.

The goal of our REFERRAL WEB Project is to
create an interactive tool to help people
explore the social networks in which they
participate, so that they can quickly find
short referral chains between themselves and
experts on arbitrary topics. We wanted a sys-
tem that was nonobtrusive and easy to de-
ploy. This desire ruled out approaches based
on sending e-mail to large numbers of indi-
viduals and those that required all the mem-
bers of the community to explicitly register
information about themselves or install spe-
cial software on their computer systems.

quickly finding documents on the WWW or
an intranet is far from solved, the informa-
tion-retrieval techniques used by the search
engines are good enough to make the web of,
at least, some serious use and to maintain the
current momentum in its growth.

However, a deeper problem remains that
no solution based solely on building a better
search engine can address. Much valuable
information is deliberately not kept online.
Indeed, part of the value of a piece of infor-
mation resides in the degree to which it is
not easily accessible, which is perhaps most
obvious with regard to proprietary corporate
information. For example, if I am involved in
trading General Motors stock, I might be
vitally interested in knowing the
specifications of the cars to be introduced
next year. That such information exists is cer-
tain—indeed, factories are already being set
up to produce the vehicles—but I am certain-
ly not going to be able to find this informa-
tion in any database to which I have access.
Even when economic imperatives are not
apparent, factors of a practical or social na-
ture can play a role in restricting the avail-
ability of online information. An expert in a
particular field is almost certainly unable to
write down all he/she knows about the topic
and is likely to be unwilling to make letters of
recommendation publicly available that
he/she has written for various people. For
example, suppose I were trying to decide
whether to hire a certain Professor Smith to
do some consulting for my company. It is cer-
tainly not the case that I would be able to
access a database of academics, with entries
such as “solid, careful thinker” or “intellectu-
ally dishonest.” 

Thus, the search for information often must
come down to the search for a person who
holds the information privately. Furthermore,
it is often not possible to simply identify the
individual by searching, for example, personal
home pages or internal corporate directories of
experts. One needs to have some way to evalu-
ate the expert and motivate the expert to
respond. In this situation, searching for a piece
of information becomes a matter of searching
the social network—the hidden web—for an
expert on the topic as well as providing a
chain of personal referrals from the searcher to
the expert. The referral chain serves two key
functions: First, it provides a reason for the
expert to agree to respond to the requester by
explicating their relationship (for example,
they have a mutual collaborator). Second, it
provides a criteria for the searcher to use in
evaluating the trustworthiness of the expert.
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REFERRAL WEB operates by automatically gener-
ating representations of social networks based
on evidence gathered from publicly available
documents on the WWW. As we describe in
the next section, REFERRAL WEB allows users to
quickly search for chains in the networks to
either named individuals or, more generally,
to people who are likely to be experts on a
given topic. Typically, a user is only aware of
a portion of his or her social network. By
instantiating the larger community, the user
can discover connections to people and infor-
mation that would otherwise lay hidden over
the horizon.

Before presenting the REFERRAL WEB system
in more detail, let us first evaluate the feasi-
bility of any approach to automating referral
chaining. The fact that manual referral chain-
ing works even as well as it does indicates
that people are generally quite accurate in
making referrals, if not directly to the desired
expert, at least to someone with a better
knowledge of the area. An automated system
might be expected to be more responsive, but
it is also likely to be less accurate. There will
be errors in the model of the social network it
creates, both in terms of links between indi-
viduals and in terms of the association of
individuals with topics of expertise. There-
fore, we ran a series of simulation experi-
ments to address the general question of
whether responsiveness can effectively be
traded for loss of accuracy in an automated
referral system.

In our simulation, we consider a communi-
cation network consisting of a graph, where
each node represents a person, and each link
models a personal contact. In the referral-
chaining process, messages are sent along the
links from node to node. A subset of nodes is
designated the expert nodes, which means that
the sought-after information resides at these
nodes. In each simulation cycle, we randomly
designate a node to be the requester; the refer-
ral-chaining process starts from this node. The
goal is to find a series of links that leads from
the requester node to an expert node.

First, we model the fact that the further
removed a node is from an expert node, the
less accurate the referral will be. Why we
expect the accuracy of referral to decrease is
best illustrated with an example. Assume that
one of your colleagues has the requested
expertise. In this case, there is a good chance
that you know this to be true and can pro-
vide the correct referral. However, if you do
not know the expert personally but know of
someone who knows him or her, then you
might still be able to refer to the correct per-

son (in this case, your colleague who knows
the expert), but you’ll probably be less likely
to give the correct referral than if you had
known the expert personally. In general, the
more steps away from the expert, the less
likely it is that you will provide a referral in
the right direction. To model this effect, we
introduce an accuracy of referral factor A (a
number between 0.0 and 1.0). If a node is d
steps away from the nearest expert node, it
will refer in the direction of the node with a
probability of p(A, d) = Aαd, where α is a fixed
scaling factor. With a probability of l – p(A,
d), the request will be referred to a random
neighbor (that is, an inaccurate referral).

Similarly, we model the fact that the fur-
ther removed a node is from the requester
node, the less likely it is that the node will
respond. This aspect is modeled using a
responsiveness factor R (again between 1.0
and 0.0). If a node is d links removed from
the originator of the request, its probability of
responding will be p(R, d) = Rβd, where β is a
scaling factor. Finally, we use a branching fac-
tor B to represent the average number of
neighbors that will be contacted, or referred
to, by a node during the referral-chaining
process.

Table 1 presents the results of a typical sim-
ulation experiment. These results are plotted
in figure l. The general observations here
hold across a wide setting of parameter val-
ues. The network consists of a randomly gen-
erated graph with 100,000 nodes. Each node
is linked on average to 20 other nodes. Five
randomly chosen nodes are marked as expert
nodes. The average branching B, while refer-
ral chaining, is fixed at 3. The scaling factors
α and β are fixed at 0.5. The table shows the
results for a range of values for R and A. The
values are based on an average of more than
1000 information requests for each parameter
setting.

The final column in table 1 gives the success
rate of the referral-chaining process, that is,
the chance that an expert node is found for a
given request. We also included the average
number of messages sent when processing a
request. Note that because of the decay in
responsiveness, at some distance from the
requester node, the referral process will die
out by itself. Thus, the processing of a request
ends when either the chain dies out, or an
expert source node is reached. The third col-
umn shows how close, on average, a request
came to an expert node. The distance is in
terms of the number of links, where in a suc-
cessful referral run, the final distance is zero.
On average, in the network under considera-
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a random manner. With 100,000 nodes and 5
expert nodes, we have 1 expert for every
20,000 nodes. In a random search, a request
would visit, on average, about 20,000 nodes
to locate an expert. Given that the search
only involves 2000 messages, the measured
value of 8.5 percent is intuitively plausible.
Note that our argument is only meant to pro-
vide some intuition behind the numbers. A
rigorous analysis is much more involved. See,
for example, Hedetniemi, Hedetniemi, and
Liestman (1988).

Of course, in practice, we have neither per-
fect referral nor complete responsiveness, and
we are particularly interested in the trade-off
between the two parameters. In ordinary per-
son-to-person referral chaining, one would
expect to have low responsiveness but high
accuracy. For example, at R = 0.5 and A = 0.9,
one has a success rate of about 27 percent,
with about 10 messages for each request.
However, an automated system might have a
high responsiveness of R = 0.9 but a low accu-
racy of A = 0.5. That is, half the time, the
referral (or, equivalently, the link in the mod-
el of the network) is inaccurate. In this case,

tion here, the length of the shortest chain
between a random node and the nearest
expert node is about four links.

Our simulation results reveal several sur-
prising aspects of the referral-chaining pro-
cess. Let us first consider the extreme cases.
With R = 1.0 and A = 1.0, that is, total respon-
siveness and perfect referral, we have a 100-
percent success rate; on average, it takes
about 12 messages to process a request. Now,
if we reduce the accuracy of the referral to 0.0
(that is, nodes will simply refer to random
neighbors), our success rate drops to 8.5 per-
cent, and almost 2000 messages are sent for
each request. (With maximum responsive-
ness, the referral process would only halt
when an expert node is found, giving a suc-
cess rate of 100 percent by saturating the net-
work. However, in our simulation, we used a
maximum referral-chain length of 10. This
limit was only reached when R was set to 1.0,
and almost 2000 messages are used for each
request. There is a reasonably intuitive expla-
nation for the large number of messages and
the low success rate. Without any referral
information, the search basically proceeds in
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R A Average Final Distance Average Number of Messages Success Rate
1.00 1.00 0.0 12.1 100.0
1.00 0.70 0.0 42.6 99.7
1.00 0.50 0.0 109.8 99.1
1.00 0.30 0.1  377.2   94.6
1.00 0.10 0.6  1225.2 52.5
1.00 0.00 1.2  1974.6 8.5
0.90 0.90 0.1  21.3  95.2
0.90 0.70 0.2  43.8  92.0
0.90 0.50 0.3  92.1   83.1
0.90 0.30 0.7 204.9   53.2
0.90 0.10 1.5  316.3   13.3
0.70 0.90 0.7  16.0   60.3
0.70 0.70 1.1  22.3   39.0
0.70 0.50 1.7  27.5   19.6
0.70 0.30 2.2  28.3   6.8
0.70 0.10 2.5  31.9   1.2
0.50 0.90 1.4  9.5     26.6
0.50 0.70 1.9  10.5   11.1
0.50 0.50 2.3  10.8   5.2
0.50 0.30 2.6 10.7  3.1
0.50 0.10 2.9  11.1  0.2
0.10 1.00 2.2  3.3     1.3
0.10 0.70 2.7 3.5    0.3
0.10 0.50 2.9  3.5    1.1
0.10 0.10 3.2  3.5  0.1

Table 1. Simulation Results for a 100,000-Node Network.



the success rate is 83 percent, and about 92
messages are processed for each request.
These numbers suggest that it might be possi-
ble to match or exceed the success rate of
manual referral chaining by using an auto-
mated service, albeit at the cost of a modest
increase in the number of messages sent or,
equivalently, in the number of nodes
searched. However, the 92 messages should
be compared to the approximately 2000 mes-
sages that would be required in a search with-
out any referral information that has a much
lower success rate. If the limitation on the
length of referral chains were eliminated, and
nodes were simply visited randomly, then a
probabilistic argument shows that at least
30,000 nodes would need to be visited to
achieve the same 83-percent success rate.
Thus, even with limited accuracy, an auto-
mated referral-chaining process can be sur-
prisingly successful. 

Reconstructing and Querying
Social Networks

We now describe the actual REFERRAL WEB sys-
tem. A social network is modeled by a graph,
where the nodes represent individuals, and
an edge between nodes indicates that a direct
relationship between the individuals has
been discovered. An optional weight on the
edges indicates the degree of association
between the individuals. There are many pos-
sible sources for determining direct relation-
ships. At one extreme, which we reject as too
burdensome, users could be required to enter
lists of close colleagues. Analysis of e-mail
logs provides a rich source of relationships, as
shown by Schwartz and Wood (1993). In fact,
the initial version of our system derived its
network by analyzing mail archives (Kautz,
Selman, and Milewski 1996). However, the
use of such information raises concerns of
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Figure 1. Success Rate as a Function of Responsiveness 
and Referral Accuracy.
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which can be done with high accuracy (better
than 90 percent) using techniques such as
those described in Sundheim and Grishman
(1995). The result is typically a list of several
hundred possible links for an individual. This
list is then refined by computing the Jaccard
coefficient (Salton 1989) between the user
and each member of the list and then apply-
ing a threshold to this value. The Jaccard
coefficient is simply the number of pages
indexed by ALTAVISTA that contain both names
divided by the number of pages that contain
either name. This process is applied recursive-
ly for one or two levels, and the result is
merged into the global network model.

Note that the user does not enter any per-
sonal information into the system. Further-
more, the network model contains hundreds
or thousands of individuals who have never
registered with, or even accessed, REFERRAL WEB.
Contrast this approach with most other rec-
ommender systems on the web, such as fiREFLY

from Agents, Inc. These recommender systems
can typically only access information regard-
ing the particular community of users who
have explicitly interacted with the system.

When started with an empty knowledge
base, the REFERRAL WEB spider takes on the
order of 24 hours to generate a network of
radius three from a given name. The speed of
the spider could be increased dramatically if
it had direct access to a full-web index; we
discuss later other, more limited sources of
information that can be processed more
rapidly. However, as the network model
grows, less and less work is required for each
new individual because it becomes more like-
ly that a large part of the neighborhood
around the person already has been generat-
ed. In fact, if a user appears at all in the cur-
rent model, he or she can immediately begin
to use the system, but the spider runs offline.
Because the initial audience for REFERRAL WEB is
the Al research community, we have tried to
increase the likelihood that the system is
immediately useful by “seeding” the system
with the names of various Al researchers.

The network model is then used to guide
the search for people or documents in
response to user queries. Most simply, a user
interactively explores a graphic representa-
tion of the portion of the network centered
on himself or herself. Alternatively, a person
can ask to find the chain between himself or
herself and a named individual. For example,
a query might be, “What is my relationship
to Marvin Minsky?” To search for an expert,
the user can specify both a topic and a social
radius; for example, a query might be, “What

privacy and security that are hard to allay.
The current REFERRAL WEB system uses the co-
occurrence of names in close proximity in
any documents publicly available on the
WWW as evidence of a direct relationship.
Such sources include links found on home
pages, lists of coauthors in technical papers
and citations of papers, exchanges between
individuals recorded in net-news archives,
and organization charts (for example, for uni-
versity departments).

The network model is constructed incre-
mentally. When a user first registers with the
system, it uses a general search engine (cur-
rently, Digital Equipment Corporation’s
ALTAVISTA) to retrieve web documents that
mention him or her. The names of other indi-
viduals are extracted from the documents,
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Figure 2. Example of a Query Sent to REFERRAL WEB.



colleagues of mine, or colleagues of col-
leagues of mine, know about simulated
annealing?”

Figure 2 shows the interface for entering a
query on our prototype system. (The uniform
resource locator [URL] shown in the browser
and the details of the interface might differ
from the version that will be deployed on the
web at the time this article is published.) We
entered as the user name Daphne Koller, a pro-
fessor at Stanford University who was not
involved in this project. Her name already
appears in the network model because we
started the spider with the names of the
authors of this article. We assume that Koller
chooses to explore the network model imme-
diately, without waiting for the spider to
explicitly explore her local neighborhood.

The query asks to find an expert on compu-
tational complexity. Figure 3 shows REFERRAL

WEB’s response. Two experts were found: (1)
Hector Levesque and (2) Robert Constable.
The chains from Koller to the experts, Koller-
Halpern-Selman-Levesque and Koller-Halpern-
Clarke-Constable, are highlighted.

Most of the links that appear in this
response are accurate, although the graph is
incomplete. For example, most of the linked
individuals have coauthored papers, and one
has served as the Ph.D. adviser of the other.
Halpern and Selman have never coauthored a
paper, but their names have often appeared
together on program committees and near
each other in bibliography files. In fact, the
names Koller and Selman also co-occur on
the web, but the strength of the link between
them (as measured by the Jaccard coefficient)
is below the threshold; so, the link does not
appear in the graph.

This information could be used in several
ways: For example, the user could directly
contact one of the experts and mention how
he or she is linked to encourage a response.
Alternatively, the chain could be used to eval-
uate which expert should be contacted. For
example, if Koller knows that Selman is in Al,
but Clarke is in theory (a fact she could also
learn by contacting Halpern), then she could
guess that Levesque would be a better expert
to contact for applications of computational
complexity to problems in Al.

We are currently exploring several mecha-
nisms for associating individuals with topics
of expertise. In the example shown in figure
3, the topics were taken to be capitalized
phrases that appeared in documents that
were retrieved by the spider for the individual
but were not proper names. Alternatives we
are experimenting with include full-text

indexing of all the retrieved pages and using
ALTAVISTA to dynamically search for experts
that the network models indicate are close to
the user.

One can imagine other ways to use the
social network model. Another kind of query
that we plan to implement takes advantage of
a designated, known expert to control the
search. For example, one might ask to “list
documents on the topic computational com-
plexity by people close to Bart Selman.” It is
important to emphasize that REFERRAL WEB

does not replace generic search engines such
as ALTAVISTA but instead uses the social net-
work to make the search more focused and
effective. For example, in the Selman exam-
ple, the requirement of proximity to Selman
helps make the query more specific to Al. 

Exploring Specialized 
Communities

The version of REFERRAL WEB we described here
creates a generic social network model based
on whatever information can be found on
the web. More accurate and detailed models
of various communities can be extracted
from more specialized information sources.
Future releases of REFERRAL WEB will let the user
explore some of these specialized domains.

For the academic research community,
online bibliographies provide a rich source of
relationships using the coauthor relationship.
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struction of social network models—distin-
guishing between different individuals with
the same name. REFERRAL WEB does not at-
tempt to deal with this problem: Ambiguous
names are simply a source of noise that can
lead to errors in the network model. As we
argued earlier, there is reason to believe that
referral chaining can be robust even against a
significant degree of inaccuracy in the model.
However, we will continue to explore this
empirical question as use of the system
grows.

As mentioned previously, a number of
social-filtering (Malone et al. 1987) and rec-
ommendation systems (Resnick 1996) already
exist, such as fiREFLY. REFERRAL WEB has a num-
ber of features that sets it apart from such sys-
tems:

First, REFERRAL WEB attempts to uncover

Common academic affiliation also provides a
source of evidence for a relationship between
individuals.

Frequent contributors to news groups form
another, looser kind of community. Archives
of many news groups are easy to obtain and
can be mined to obtain both the names of
contributors and some evidence that particu-
lar contributors have a social tie. For exam-
ple, if two individuals frequently quote from
each other’s postings, then this public corre-
spondence reveals some tie between the two.
(They might, of course, be antagonists, rather
than colleagues!) News-group postings are
also a good source of evidence of an individu-
al’s interests and areas of expertise.

Limiting the network to a specialized com-
munity partially overcomes one of the major
technical problems in automating the con-
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Figure 3. Graphic View of Response to Query for Experts on Computational Complexity.

Two chains were found: Koller-Halpern-Selman-Levesque and Koller-Halpern-Clarke-Constable.



existing social networks rather than provide a
tool for creating new communities. Although
new communities might be appropriate for
recreational uses of the web, we emphasize
helping individuals make more effective use
of their large, existing networks of profession-
al colleagues.

Second, although recommender systems
are often designed to provide anonymous rec-
ommendations, REFERRAL WEB is based on pro-
viding referrals by way of chains of named
individuals. It is critical to provide the names
because not all sources of information are
equally desirable.

Third, some recommender systems require
the user to manually enter a personal profile
of interests, preferences, or expertise. Recom-
mendations are generated by matching
profiles that exist within the system. By con-
trast, because REFERRAL WEB builds its network
model from public documents, the model
includes many more individuals than those
models based on names of individuals who
explicitly register with the service.

Fourth, users of REFERRAL WEB are not limited
to any set of topic areas determined in ad-
vance. The PHOAKS system (www.phoaks.com;
Hill and Terveen 1996) has some features in
common with REFERRAL WEB: It mines informa-
tion (in particular, recommended URLs) from
general net-news postings and to improve
access to the resources of an existing commu-
nity, and one can view the named individuals
who made the recommendations. However,
PHOAKS does not attempt to make connections
between individuals.

A Test Bed for Referral Chaining
The REFERRAL WEB Project can be reached at
www.research.att.com/~kautz/referralweb/.

REFERRAL WEB is an evolving system both
because its network model grows with use
and because we are experimenting with dif-
ferent algorithms and sources of information
for hypothesizing social links. As mentioned
previously, the target audience for our initial
prototype is the community of AI researchers;
therefore, we are concentrating our efforts on
tuning the system for such users. For exam-
ple, we are adding heuristics to give higher
weight to co-occurrences of names that
appear to indicate coauthorship of scholarly
papers. For other groups, other sources of
information, such as home pages or news
groups, might be more important. In a corpo-
rate intranet application, the company-
staffing database would be an important
(although not the only) source of informa-

tion about relationships. We welcome feed-
back from users on both their experiences
with the system and new ways they would
like to be able to use the social network mod-
el to aid in the search for information and
expertise. 
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