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ABSTRACT 
Most saliency benchmark datasets lack distorted images for saliency models to 
predict fixation locations. In this project, a new dataset is created consisting of 
original images along with its distorted versions categorised into different image 
content. Eye tracking experiments are conducted to create ground truth fixation 
locations. The aim is to find differences between distorted versions and non-
distorted versions. Different evaluation metrics are used to generate a range of 
findings. Our comparisons showed that there are some minor differences in visual 
perception between the distorted and non-distorted versions. 
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1. Introduction 
Understanding human perception has been quite a challenge throughout Computer 
Vision. Models are constantly being evaluated and improved on their ability to 
predict where people look in images. These models have been considered to be 
biased on small scale datasets. More and more datasets are being created to boost 
saliency research to prevent any biased models. 

From recent datasets [1][2], images are either categorised or distorted. I wanted to 
investigate how different distortion types can affect human perception of saliency on 
different categories.  

The aim of the project is to find differences or similarities between how humans look 
at images that are distorted against images that are untouched (not distorted) on a 
completely new dataset. 

The scope of the project will consider decisions made when selecting images fit for 
dataset creation. I shall also look at the importance of experiment design when 
collecting human fixation data of the images.  

My approach will involve three different aspects to achieve the aim. These aspects are 
dataset creation, data collection and data analysis. It is hoped that the dataset 
created during this project can be used to even more boost saliency research and look 
at aspects of distortions when improving the models. 

 

2. Background 
 

2.1 MIT Saliency Benchmark 
This website was my introduction to saliency research during my CUROP project last 
summer. There are a lot of research papers that tackle saliency research. These 
papers look at different aspects of saliency such as understanding the evaluation 
metrics [3] to benchmarking computational models [4]. Models are submitted and 
evaluated here against numerous image datasets. There are also sections on different 
evaluation metrics and code for the saliency maps generated by the models. One of 
the most popular datasets used are MIT300 and CAT2000. In CAT2000 [5], we are 
presented with 4000 images categorised into 20 categories.  

 

2.2 CUROP – (Cardiff University Research Opportunity Programme) 
From my CUROP Project, I have been able to collect 200 images in total over the 
internet [6]. Images from Unsplash are licensed under Creative Commons Zero [7] 
which means that they are royalty-free and will not violate any copyright issues. All 
of the images are high quality and are suitable for degradation when adding 
distortions. These images have been resized into 1920 x 1080 pixel resolution. 

 

2.3 Categories of Images 
Inspired by CAT2000, I have been able to allot the images into 10 categories. Each 
category consists of 20 similar images. 
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The categories used are: 

Action, Black and White, CGI, Indoor, Object, Outdoor Man-made, Outdoor Natural, 
Pattern, Portrait, Social 

To clarify how the images are allotted, I have added a small description of each 
category. 

Action - Images that contain some form of movement 

Black and White - Captured images of objects or people that are in grayscale 

CGI - These images are not taken by cameras but instead are generated by computers 
which involve mostly video game characters    

Indoor - Images captured inside different buildings from museums, to trains, 
libraries and houses. 

Object – Objects with different shapes and sizes and content 

Outdoor Man-Made - Images captured outside mostly involving buildings of 
different forms 

Outdoor Natural - Images that capture sceneries with no human architecture 

Pattern - Images that show repetition of shapes 

Portrait – Close-up shots of different people of different age and culture 

Social - Images with interactions between different people 

 

2.4 Distortion Types 
There are at least 20 different distortions [1] that can be used to degrade the images. 
In my CUROP project, I have created a graphical user interface that utilises seven 
different distortion types to be applied on a given image. Upon selecting an image 
and distortion type, the user is able to view three levels of degradation. These levels 
can be manipulated using the sliders and the result is instantly shown in the 
corresponding display section. When choosing the distortions, I shall refer to the 
seven distortions that I have already implemented as I have been able to understand 
the process within each individual distortion type. The seven distortion types 
mentioned are as follows: Additive Gaussian Noise, Gaussian Blur, Contrast Change, 
Motion Blur, Colour Saturation, JPEG Compression and Lossy Compression of Noisy 
Image. 
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Figure 1: Distortion GUI created in CUROP 

 

2.5 Directory Setup 

 

Figure 2: Directory 

 

Figure 3: Sub Directory 
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Throughout the report, I shall be referring back to the two figures that shows the 
directory and sub directory. The figures will be used as a guide all throughout the 
different sections of the project aim. All throughout the next sections I shall be 
discussing individually the different folders that are shown within Figure 2. Within 
each directory contains the folders for each individual category for the image 
categories. 

3. Design 
3.1 Specifications 
In this part of the report, I shall be discussing the requirements and considerations 
needed during the dataset creation, data collection and data analysis. For dataset 
creation, I shall further examine how to generate a suitable dataset and what are the 
constraints that were used. For data collection, I shall look at different aspects of 
experimental design and what problems may arise and how to prevent them. For 
data analysis, I shall consider different aspects of representing the data collected.    

 

3.1.1. Dataset Creation 
Selecting suitable images is a crucial step when it comes to data creation as these 
images will be used all throughout the project. These images shall be used all 
throughout the eye tracking experiment and for analysis. Selecting distortion type 
and distortion levels are also a key task as it can affect the experimental design as it 
controls the scale of the dataset.  

3.1.1.1. Image Selection 
There are a couple of factors that needs to be considered when selecting an image. 
Some are more necessary than others. One of the factors that needs to be considered 
is photographer bias [8] as they cause the fixation of users at the centre of the screen. 
This factor needs to be prevented to get a biased dataset and therefore reduction of 
centre biased images needs to be applied. Other factors needed to be considered are 
minimising noise and blur as these shows that the images are already distorted. 
Factors that can be considered as well are finding images with multiple objects to 
stimulate the gaze of the user. For the CGI category, it is preferable to select images 
that are less realistic as observer’s may treat the category differently. 

Overview of the constraints when selecting images are as follows: 

• Not centre-biased 

• Minimum noise and blur 

• Contain Multiple Objects when possible 

• Least realistic for CGI category 

 

3.1.1.2. Distortion Type 

When selecting the distortion types, we shall need to consider the ease of 
implementing the distortions. As mentioned in 3.4, I have been able to achieve seven 
different distortion types which can be re-used to create the dataset. When selecting 
the distortion type, I want to be able to differentiate between the distortion types and 
therefore similar distortion types can be discarded for the purpose of the project. I 
want to be able to control the levels of distortions as well and therefore the I need to 
have fully understood the distortions first.  
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3.1.1.3. Distortion Level 

Selecting the number of distortion level can impact the size of the dataset. If there are 
m numbers of distortion types and I select n different levels. The size of version per 
image would be 1 + (m * n) the amount. Knowing how to generate the levels is 
important as increasing or reducing the dataset maybe needed later on. 

 

3.1.2. Data Collection 
Within the section, I shall consider the different aspects of experimental design when 
collecting human data from an eye tracker. I propose that the dataset is split into 
different groups with equal image content per category. These groups shall be used 
as different experiments where the observers are allotted equally. This experimental 
design was inspired by SIQ288 [9] and initially I shall follow the same technique used 
as guide. There shall some alterations on the experimental design as the images used 
may not be the same amount. 

3.1.2.1. Experiment Setup 

Similarly, in CAT2000 [5], the observers are given five seconds to view each image. In 
between the viewing of the images, the observer is shown a two second grey screen as 
visual masking [10]. 

3.1.2.1.1. Task 

For every eye tracking experiment, the observers are given a task. Some observers are 
given tasks such as memory tasks [11] or searching tasks [12]. For this project, the users 
are given no tasks and can freely view the images. With no task at hand, I want to see 
if the way observers see an image can differ with untouched original images against 
distorted versions. 

3.1.2.1.2. Display 

When conducting an eye tracking experiment, I must ensure that correct or adequate 
display monitor is used. The resolution of the display must be able to accommodate 
the full resolution of the images. Other factors that needs to be considered includes 
not using displays with dead pixels or has the potential to flicker during the 
experiment. 

3.1.2.1.3. Eye Tracker 

The Eye Tracking System that will be used is the SensoMotoric Instrument (SMI) 
Red-m with a sampling rate of 250 Hz. The eye tracker is powerful enough to detect 
the observer’s eye even with spectacles or eyewear. The Eye Tracker includes a 
software package called the Experiment Suite Scientific Software containing SMI 
Experiment Center and SMI BeGaze. Factors that needs to be considered when using 
the eye tracker includes:  

• Calibration 

• Distance from eyes to the eye tracker 

• Detection of the eyes 
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3.1.2.1.4. Environment 

Some control variables needed to be considering when conducting the experiment 
include the lighting condition of the room. I need to ensure that the experimental 
room to be used has adequate light source and. Any excessive noise must be 
considered as well as it can distract the concentration or perception of the observer 
during the experiment. 

 

3.1.2.2. Observers 

There should be an adequate number of observers per image. As mentioned in 4.1.2, 
splitting the images into groups means that a lot of observers are needed. Factors 
needed to be considered when selecting observers include the gender, age and their 
availability. I shall also need to further research how many observers per image is 
required to get a reliable data collection. 

 

3.1.2.3 Groupings 

Since the dataset will be large scale, I shall need to group the images for smaller 
manageable experiments. Within each experiment, a selected number of observers 
will view participate. The group will consist of equal distribution of category type, 
distortion type and distortion levels. I also need to consider how many times the 
same image version are viewed by each observer. 

3.1.3 Data Analysis 
In this section, I shall look at exporting the results of the experiment as raw data and 
how to manipulate the data to generate a more meaningful visualisation. When 
analysing the raw data, the fixation points are important when understanding where 
the observers looked at the most. From these fixations points, saliency maps can be 
generated as a more meaningful representation. As an analysis, I want to be able to 
compare the original images with the distorted versions and therefore more research 
in this aspect is required. Within the MIT Saliency Benchmark, there are several 
evaluation metrics that can be used to analyse saliency maps. Further research on 
these metrics are needed. 

3.1.3.1 Data Extraction 

Understanding the format of the raw data is important, especially for data mining. 
Within BeGaze, there are several ways to format and export raw data.  I shall 
consider different ways of formatting the raw data and finding which format is the 
most suitable for data mining. Since the data are raw, I may need to parse through 
the data and make it more readable and more usable for image mapping. 

3.1.3.2 Image Mapping 

The use of saliency maps for analysis is recommended to get results as there are 
several documentations available [13] which aids to find similarities between the 
distortions and the original images. I shall need to research and understand how to 
construct saliency maps beforehand using the raw data exported from the 
experiments.  
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3.1.3.3. Evaluation Metrics 

Using the code generated for saliency research, I should be able to get similarity 
values of the distorted versions against the original images. When getting the values, 
I need to store these values for visualisation. At first, I shall need to get the 
evaluation metrics that are suitable for my saliency maps.  

3.1.3.3 Visualisation 

Displaying the evaluation metric results in figures will help as visual aid for finding 
any differences or similarities between distortions and original. Creating a 
meaningful and good representation of the results are essential and therefore I shall 
need to look at different ways to interpret and visualise the results.  

 

3.2 Flow Chart 
The flowchart presented on the following shows the visual representation of my 
upcoming implementations. It can be broken down into 3 subsections: Dataset 
Creation, Data Collection and Data Visualisation as represented in different colours. 

The flow chart shows the structure and procedure used on the implementation from 
start to finish.  
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Figure 4: Flow Chart 
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4. Implementation 
This section talks about the implementations made from the specifications that was 
previously mentioned. I shall discuss different aspects of how the specification was 
met and other changes or alterations made in order to proceed to the next stages. 
Within the implementations, I shall talk about different versions made and the 
changes or problems detected to create the next versions. The implementations that 
were altered include the selection of the image, the grouping of the images and the 
format of the raw data. 

I have used two programming which are MATLAB and Python due to the availability 
of the code and also the usefulness of the libraries. For MATLAB, I have focussed on 
tasks that deals with image processing as there are some useful functions and 
documentations that are readily available. For Python, I have focussed on data 
processing and visualisation using the library pandas as it is powerful in 
manipulating dataframes. 

 

4.1 Dataset Creation 
For this section, I shall talk about the dataset Distort600. With 3 distortion levels 
and 3 distortion types, 9 alternative versions of the original image are created. In 
total, we would have 10 versions of the same image. With 60 original images, it 
would accumulate to 600 images. I shall explain in more detail why we have used 3 
distortion types and 3 distortion levels. The contents of Distort600 is put within the 
Distort600 directory in figure 2.  

 

4.1.1 Image Selection 
 

Using the constraints given in the design specification, there were a lot of images that 
were ruled out and not included in our dataset. Some images were considered as 
photography biased as the content of the image is exactly at its centre. Some images 
had some intentional distortions as a photography technique to make the images 
more aesthetically pleasing. There should be an equal number of selected images per 
category while also considering the number of distortion type and level. During the 
selection, with the guidance of my supervisor, I have decided to use 7 images per 
category. Choosing 7 images per category means that we have 70 Original Images in 
total. As 70 is not advisable for grouping, I have decided to reduce the images to 6 
per category. The 7th image will be used as a reserved image if alterations are needed 
during the experiment. Upon selecting the images here are the results. 
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Category Selected Images from CUROP project Reserved 
Images 

Action 1,6,7,11,14,19 16 
Black And White 1,5,9,10,13,14 12 
CGI 5,14,15,16,19,20 1 
Indoor 2,5,6,7,8,13 17 
Object 1,2,5,6,7,9 15 
Outdoor Manmade 3,4,6,8,14,15 10 
Outdoor Natural 3,7,9,13,14,16 19 
Pattern 2,3,12,13,19,20 5 
Portrait 1,2,4,12,16,17 5 
Social 8,10,13,14,16,20 1 

Figure 5: Initial Image Selection 

These are the initial selection of the image along with the reserved images. As a 
reference, I shall include along with this report the 200 images collected in CUROP. 
There were some changes in the image selection and are shown in red during the 
pilot tests in the Data Collection section. The images marked red are replaced with 
the reserved images. A new image is selected for categories that require more than 
one change. 

Category Selected Images from 
CUROP project 

Renumbered as 

Action 1,6,16,11,2,19 1,2,3,4,5,6 
Black And White 1,5,9,10,13,12 1,2,3,4,5,6 
CGI 20,5,14,15,16,19 1,2,3,4,5,6 
Indoor 2,5,6,7,8,13 1,2,3,4,5,6 
Object 1,2,5,6,7,9 1,2,3,4,5,6 
Outdoor Manmade 10,4,6,8,15,13 1,2,3,4,5,6 
Outdoor Natural 3,7,9,13,14,16 1,2,3,4,5,6 
Pattern 2,3,12,13,19,20 1,2,3,4,5,6 
Portrait 1,2,4,12,16,17 1,2,3,4,5,6 
Social 20,8,10,13,14,16 1,2,3,4,5,6 

Figure 6: Final Image Selection 

Figure 6 shows the final images selected as our Original Images. The numbers that 
have the red font colour shows the changes made.  Notice as well that the order of the 
images is changed. In Social category, image 20 is at the start of the selected image. 
This is because image 20 is renumber to image 1 in my Original Images directory. 
Going back to figure 1, the selected 60 images is saved within the ‘Original Images’ 
directory in their corresponding subdirectories in figure 2. 
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4.1.2 Distortion Type 
I have decided to use 3 different distortion types which are Contrast Change, Motion 
Blur and JPEG Compression. My supervisor and I have agreed that 3 different 
distortions are sufficient as a sample data for my final project. Adding more 
distortions will create an even larger dataset which may be hard to collect data due to 
the restriction of time. With the distortion types selected, they are simple to 
implement as there are built-in MATLAB Functions available. These distortions can 
also be distinguished from one another which is one of considerations as stated in my 
specification. 

 

Contrast Change - achieved using one of MATLAB’s documentation on Contrast 
Enhancement [14]. The images in RGB colour space is converted to L*a*b* colour 
space where the luminosity of the image can be manipulated. There are three 
techniques to contrast change in MATLAB which are imadjust, histeq and 
adapthisteq, however, we have used the latter as our distortion. This technique 
ensures that given any luminosity parameter it performs histogram equalization on 
small data regions that matches the specified histogram and prevent amplifying 
noise. The luminosity parameter is used to achieve different levels of distortions. 

 

Motion Blur - MATLAB fspecial [15] and imfilter [16] commands are used to achieve 
this distortion. fspecial can has three parameters which are the type, length and 
angle. To achieve motion blur, the type parameter is set to ‘motion’ and also, I have 
set the angle parameter to 45 degrees. The level of distortion is changed by the length 
parameter. Given the three parameters, fspecial returns square sized kernel. Varying 
the length changes the size and content of the kernel to be used for imfilter. 
Distortion is achieved through convolution of the image and the kernel.  

 
JPEG compression – is achieved using MATLAB’s imwrite built-in function. 
Within the function, we can specify the type of image to be saved and also the quality 
of the output file. 

4.1.3 Distortion Level 
Making full use of my GUI created in CUROP, my supervisor and I have agreed to 
use 3 levels of distortions. The sliding tiles helped in finding a suitable parameter for 
the different levels of distortions for the different distortion type. These parameters 
are applied to all of the images from all categories. The parameters per distortion 
used are as follows: 
 

 Low Distortion Mid Distortion High Distortion 
Contrast Change 0.5 1.5 2.5 
Motion Blur 5 15 25 
JPEG 
Compression 

1.5 10 18 

Figure 7: Parameters to achieve distortion levels 
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4.1.4 Distortion Code: distort.m 
Using the code, I have used for my GUI, I have created a MATLAB script that will 
loop through each image within the ‘Original Images’ directory and create a distorted 
version of them with the 3 chosen distortion types along with the 3 levels of 
distortions. Each generated stimulus is then saved to the corresponding category 
within the Distort600 directory. As the Distort600 has been created, we shall refer to 
the images within the Distort600 as stimuli. 

 

4.2 Data Collection 
This section will consider different aspects of data collection. I shall be discussing the 
preparations made when asking for observers to participate, creating the experiment 
protocols, briefing the observers and setting up the experiments. 

 

4.2.1 Participation Information Sheet 
Before going straight to the experiments, I have had to give some information to the 
potential observers. I created a participation information sheet that gives an 
introduction on my final year project. There are several sections given within the 
information sheet such as the purpose of the project, actions to be taken if they want 
to participate, the duration of the experiment, advantages and disadvantages in 
taking part and confidentiality of the experiment. 

 

4.2.2. Experiment Setup 
Following the specifications listed in 4.1.2.1, I have used also used the SMI 
Experiment Centre within SMI’s Experiment Suite Scientific Software. The 
Experiment Centre allows me to create experiments for eye tracking and add 
different stimulus within an experiment. 

 

Figure 8: SMI Experiment Centre 
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The experiment has been setup to randomise the viewing order of the stimuli. Re-
running the experiment will present a different order of the stimuli each time. At the 
very beginning of each experiment, I have configured the experiment to start with a 
9-point calibration.  

 

4.2.2.1. Display 

Following the given specifications, I have used an LCD Screen 19-inch laptop which 
has the capabilities to achieve a resolution of 1920x1080 pixels. The laptop is part of 
the package that came along with the eye-tracker and therefore it is suitable to be 
used as a display for eye tracking experiments. There are also no dead pixels on the 
display and for every experiment, I made sure there are no dust on the display.  

 

4.2.2.2. Eye Tracker 

As for the distance of the observer, it has been maintained between 60 to 65 cm from 
the observer’s eyes and the eye tracker. The angle of the laptop has been kept the 
same all throughout the entire data collection. Before the start of the experiments, 
the observers are briefed about the experiment setup and told to refrain from too 
much head movements to prevent or reduce any anomalies. For the calibration of the 
eye tracker, I have used 9-point calibrations to at the start of each experiment. 

 
 

4.2.2.3. Environment 

The environment that I have used is a recording studio within the university. I have 
been given access to use the studio as an experimental room. The room is secluded 
from the main halls where noise may be generated and the room is filled with 
acoustic foam. The room is silent and the lighting condition is adequate for the 
experiment. During the experiment, I leave the room so that the observer has full 
attention on the stimuli. 

 

4.2.2.4. Problem – Fatigue 

Viewing images for a long period of time can cause eye strain, discomfort and fatigue. 
It is therefore essential that the experimentation is structured to reduce this. 
Minimising experimentation time is required while getting adequate results. 
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4.2.3 Observers 
According to [17], it is advisable that we have at least 16 observers per image to have 
a reliable collection of eye tracking data. 16 observers per image will be difficult to 
achieve as the dataset will need to be split into groups first. 16 observers cannot view 
600 images at once as it will take a lot of time and availability for the observers. If the 
images are split into 2 groups with 300 images per group, I will need 2 x the number 
of observers which is 32. It shall be too short for the span of the project and therefore 
the number of observers per image is reduced. In [17], we can look at the inter-
observer agreement (IOA) value depending on the number of observers. “The IOA 
refers to the degree of agreement in saliency among observers viewing the same 
stimulus”. Using the IOA, it is recommended that I get 10 observers per image to be 
able to get an acceptable eye tracking data. 

 

4.2.3.1 Problem - Availability 

The target audience for the observers are pupils and staff within the school 
university. However, availability of the observers is only within the academic 
schedules. Some students are unavailable due to the need of attendance of lectures 
and clubs. Some staff are also unavailable. I have setup a doodle poll [18] that I have 
used that allows the user to select his available time from the time range that I have 
set. With the availability of observers being a problem, I have restricted the number 
of observers to 7 per image. 

 

4.2.4. Groupings 
This section shall look at the approaches that I made when grouping the images. I 
have made 3 different versions and changes were made based on the previous 
versions. When the groupings are made, a pilot test of experiment was executed to 
make further improvements. 
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4.2.4.1 GROUPING VERSION I 

Following the experiment design in [9], I shall split Distort600 into 3 different 
groups and furthermore split to subgroups as shown in the diagram. Each observer is 
allotted into either groups A, B or C. They are then shown two sub experiments A and 
B within their experiment group. The observers are given breaks in between to 
reduce fatigue and strain in the eyes. Each sub group would contain 100 images each. 

 

 

Figure 9: Grouping Version I 

The stimuli are split into 6 subgroups which are:  

Experiment A Subset A 
Experiment A Subset B 
Experiment B Subset A 
Experiment B Subset B 
Experiment C Subset A 
Experiment C Subset B 
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Figure 10: Splitting the image versions into 3 groups 

 

Figure 10 shows how an image with 10 different versions have been split as equally as 
possible. Each subset containing no more than two repeated images. The maximum 
number of times an observer may see the same image content is restricted to 4 as 
shown in the example of Experiment B. This is to reduce visual perception and visual 
memory of the repeated images to prevent or minimise the effect of looking at the 
image differently. The number of image content is randomised and A=3, B=4, C=3 is 
just an example. Other alternatives include, A=4, B=3, C=3 and A=3, B=3, C=4. 

 

Pilot Test Result: Although the images are split equally in terms of image content, the 
image distortion types and levels were not equal. Some groups had too much contrast 
change distortion and some were too highly distorted. Also, some of the images 
selected do not have the exact dimensions as 1920x1080 and some are slightly 
smaller in height. These images were changed as shown in figure 6. 
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Figure 11: Content Check 1 

 

 

Figure 12: Content Check 2 

I have created a python script that allows me to see the image contents within a 
directory. The script is located within each individual subset directory and it will 
count the number of distortion type and level within the directory. From the result of 
the python script there are only 6 mid-level JPEG Compression in Experiment A 
Subset A while in Experiment C subset A, there are 10. An alternative grouping must 
be used and ensure that all content are equally distributed. 
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4.2.4.2. GROUPING VERSION II 

To make the image content as equal as possible per subset, allotting the images in 
each group then subset must be consistent. I have proposed an allotting procedure 
that allows equal distribution of image content within the subsets of each individual 
group. 

 

Figure 13: Grouping Version II 

 

 

Figure 13 shows the allotment that I have used. There are two patterns that within 
this setup. First is the pattern category type. The initial pattern is AA, BA, CA, AB, 
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BB, CB. Going down the Orig column, each Act is allotted with the initial pattern. 
With Black and White the pattern is changed such that the first allotment AA is put 
at the back creating a new pattern which is BA, CA, AB, BB, CB, AA. Going down each 
category the pattern is altered in the same way. On the next pattern, we shall look at 
the distortion type and how they are allotted. When the Orig has been filled in, we 
have groups of patterns per category. When we move to the next distortion type 
which is the low-level contrast change distortion, the group of patterns are shifted 
up. The pattern in Action category is shifted to the Social category. The pink highlight 
shown is a guide to show how that pattern has shifted along the different distortions. 

 

 

Figure 14: Content Check 3 

 

Pilot Testing: During the pilot testing of an experiment, we have concluded that the 
experiment is too long and can cause fatigue and eye strain. During an experiment a 
sub-experiment with 100 images would last approximately 15 minutes long. The total 
experiment duration would therefore last approximately 30 minutes. The experiment 
length must be reduced. 
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4.2.4.3. GROUPING VERSION III 
 

 

 

 

I have extended my groups to six and the initial groups that I have used are the 
subgroups from version II. The content of the groups is therefore equal and creating 
subgroups from these groups will not create any unequal distribution. Reducing each 
subset into 50 images will reduce the length of each sub-experiment by half therefore 
reducing the total duration of an experiment per observer. Each sub-experiment 
would last approximately 7 minutes long which I think is suitable for an eye tracking 
experiment. The observers are then given break in between sub-experiments to rest 
the eyes. From the problem identified earlier in 5.2.2.4, we have reduced eye strain 
and fatigue. 
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Figure 15: Grouping Version III 
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In the first 2 versions of the groupings, the observers will see at least 3 repetitions of 
the same image. However, in this grouping, the same images can only be seen twice 
at maximum. This would further help with any deviation and influence with visual 
perception and visual memory. In fact, out of the 100 images the observer will see 40 
images that are repeated twice during both sub experiments. This will not create an 
impact towards the results as the duplicates are split into each sub groups. 

 

4.2.4.4. Problem: Experiment Length 

From the groupings that has been considered, we have identified the experiment 
length as a problem. We have dealt with the experiment length by reducing the 
amount of eye tracking session and prolonged strain of the eyes. Increasing the 
number of groups has helped in reduction of experiment length as well. We have 
resulted in 6 experiment groups but we cannot increase this any further. As 
mentioned in [17], we hope to get 7 observers per image, which means we need total 
of 42 observers with 7 observers per group. 
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4.3 Data Analysis 
When extracting the data and visualising the results, I shall be using two 
programming language which are MATLAB and Python. There are a lot of 
documentaries in MIT Saliency Benchmark that I can use that are written in 
MATLAB. When it comes to manipulating data values, I am comfortable with using 
Python’s pandas data analysis library. 

 

4.3.1. Data Extraction 
Within SMI’s Experiment Suite Scientific Software, I can extract the experiment 
results using BeGaze. There are several ways of formatting that can export the Raw 
Data and within this section, I have included 2 different ways. Both ways are saved in 
text files. 

 

4.3.1.1. RAW DATA FORMATTING I 

 

 

Figure 17: Raw Data Formatting I 
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The first formatting of the raw data involves a file per stimuli per observer. A text file 
would contain general information such as subject (the observer ID) and stimuli 
(image) shown. The main information needed are the fixation points which are the x 
and y coordinates where the observer looks at the most. The first few lines of the raw 
data file are not wanted and data mining it means that I need to understand the 
structure of the first few lines and skip it. Data mining this type of file will take long 
to process. Each of the 6 groups would have 350 raw data text files stating the 
observer ID and stimuli used. Analysing all 350x6 files are not recommended as 
parsing through each file will take longer. 

 

4.3.1.2. RAW DATA FORMATTING II 

 

Figure 18: Raw Data text files per subset 

 

An alternate formatting that I have used is to have all contents of fixations per subset 
across all participants and stimuli. All text files has a table with columns Stimulus, 
Participant, Eye L/R, Index, Event Start Trial Time [ms], Event End Trial Time [ms], 
Event Duration [ms], Fixation Position X [px], Fixation Position Y [px]. With only 12 
text files and manageable content, it should be easier to extract and manipulate the 
data to get the desired sections that I need within the data file. 
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Figure 19: Raw Data File Content 

 

The figure above shows a screenshot of the first few lines of the text file. The 
Stimulus seen is In5_JPEG_2.jpg which is an Indoor type image with a mid-level 
JPEG Compression distortion. This formatting is much easier to data mine as we can 
separate the data into stimulus groups. Line 2 and 3 shows values of index 1 for 
In5_JPEG_2.jpg for Participant 1, the only difference is the one is for the left eye and 
the other is for the right eye. We can also see that start time, end time, duration, 
fixation x and fixation y are similar. To get a more meaningful data, we need to be 
able to select the same participant, stimulus and index to get the average of the left 
and right eye.   
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4.3.1.3 Raw Data Extraction Code 

Using pandas library in python, I can read each individual raw data text files as 
dataframes. Pandas is very powerful when analysing dataframes as there are a lot of 
ways to analyse them. When data mining the raw data files, I shall create comma-
separated value files per stimulus and save them in the ‘CSV’ file directory as shown 
in figure 2. 

 

 

Figure 20: Raw Data Extraction Code: readtxt.py 

 

The main feature of the python script is reading the raw data as a large dataframe 
with the same columns as in the raw data text file. The large dataframe is then sliced 
to smaller dataframes for each stimulus. We can further compress each dataframes 
by grouping them by their Participant and Index. We group them in this way to select 
both left and right eye of the corresponding Participant and Index. We can then find 
the mean of the left and right eye’s fixation values, start time, end time and duration. 
The fixation values are the coordinates of the pixels. The compressed dataframe is 
then saved per stimuli. 

 

 

Figure 21: Example CSV file in Object Category 
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Figure 22: Example CSV content of a stimulus 

In figure 22, the contents of the CSV file include all of the seven observers who 
observed this particular stimulus. Each observer would have different lengths of 
indexes as they are the fixation points recorded during the eye tracking experiment. 

 

4.3.2. IMAGE MAPPING 
In this section, we shall discuss the two different mappings required to use the metric 
scores given in MIT Saliency Benchmark. These are Fixation Maps and Saliency 
Maps. Fixation Maps are the pixel to pixel representation of the fixations collected in 
the raw data. Saliency maps are created from fixation points. 

 

4.3.2.1 FIXATION MAPS 

Fixations are like visual representation of the raw data. I have created a zero matrix 
with dimension 1920x1080 which are the same as the stimuli and for every fixation 
point of a stimulus I change it to a 1 to create a binary matrix. These are then saved to 
create the fixation maps of the stimuli. The corresponding fixation maps are saved 
with the corresponding category in the ‘Fixation Map’ directory in figure 2. 
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4.3.2.2. SALIENCY MAPS 

Saliency maps are the maps that are used in the metric score in [19]. To create the 
saliency maps, I need to convolve the fixation map with a Gaussian Blob [20]. The 
saliency maps generated are saved within the ‘Saliency Map’ directory in figure 2. 

 

 

Figure 23: Saliency and Fixation map code 

 

The xy_coords in figure 23 are the fixation coordinates used from the generated CSV files. 
The for loop will loop through each (x,y) coordinate and change the corresponding matrix 
location to 1. Within the for loop, an if statement was created as there are some anomaly in 
the raw data. These anomalies are (x, y) coordinates that are bigger than the dimensions of 
the image. Without the if statement, MATLAB would resize the fixation map matrix to a 
bigger dimension than the stimuli. 
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Figure 24: Saliency examples of an image 

 

Figure 24 shows all the different saliency maps of the original image and the 9 
distorted versions. These saliency maps are creating from observers. By visual 
evaluation, it is clearly seen that there are slight differences in how the observers see 
the images. On the saliency of the original image, the main focus is on Stay Puft 
Marshmallow Man’s face, but looking at the different distortions, there is more wide 
spread in fixation.   

 

4.3.2.3 Saliency Metrics 

During my research, I have found different saliency metrics that can be used for my 
saliency maps. Using [13], I have been able to select the correct metrics that I can use 
for my saliency maps. The metrics that I can use include AUC, KLD, NSS and CC. 
Due to the shortage in time, I have decided to use CC as my metric to analyse the 
similarity of the original image and the distorted versions. Given two saliency maps, 
CC returns the linear correlation coefficient which is ranged between -1 to 1. Either 1 
or -1 indicates that there is a correlation between images and a 0 indicates that there 
is no correlation at all. Since both saliency maps will be the same image content, we 
can assume that the correlation will be of range 0 to 1. 
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Figure 25: Creation of Similarity Matrix 

 
I have created a MATLAB script similaritymatrixcode.m that reads all 10 different 
versions of the same image. The linear correlation coefficient is calculated for each 
distortion against the original version. Each calculation is then stored in a 9x9 matrix 
then converted into a txt file. The matrix format is as follows: 
 

Row,Low_Level, Mid_Level,High_Level 

CC,Value,Value,Value 

MB,Value,Value,Value 

JPEG,Value,Value,Value 

 

The text files are saved in the Similarity Values directory in the corresponding image 
category in figure 2. Within each category, 6 text files are generated for each original 
image which contain the similarity matrix for the original images against the 
distorted version. 

 

 

Figure 26: Example content of similarity matrix files in a category 
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Figure 27: Example content of a similarity matrix file 

 

4.3.3. VISUALISATION 
In this section, we shall discuss about creating figures that allows us to understand 
how similar the distorted versions are to the original images. We shall look at 
plotting graphs including error bars and an overview of the result through all 
category. For this section, I shall create the figures using python’s matplotlib.pyplot 
and pandas library. 

 
 
4.3.3.1. Average Figures per category 

 
Using python’s pandas library and matplotlib.pyplot, I have generated different 
visual figures. I have created plots that average the similarity of the distortions per 
category. These plots contain error bars with 95% confidence intervals. In figure 28, 
it shows that Portrait type shots has the smallest error bar  
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Figure 28: Figures Per Category 
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4.3.3.2. Average similarity through all images 

 
Contrast Change Motion Blur JPEG 

   
Figure 29: Average similarity of all images 

This figure shows the overview of the similarities of the three distortions with their 
original image across all the categories. Looking at the visual representation, the 
linear coefficients are ranged between 0.6 and 0.8. The lowest is JPEG compression 
at low distortion as it is the most pixelated image.  
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4.3.3.3. Similarity of images per category 
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Figure 30: Similarity of distortion per category 

This visualisation shows the similarity of the distortions per category and split into 
different distortion types. Low distortion JPEG compression has the least correlation 
as it has the lowest bar graphs for most of the categories. I can also conclude that 
Portrait type shots have the least impact even when distortions are added. This is 
because humans have been taught to look at certain features of the face. 
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5. FUTURE IMPROVEMENTS 
In this section, I shall discuss about the different improvements that I could have 
made throughout my implementation. Also, I discuss about further work that can be 
continued or inspired from this project. 

 

5.1 Consideration of Centre Biased Images 
When selecting my images, I discarded centre biased images by eye and used no 
scientific evidence. With more research and more understanding of saliency, I could 
have looked at justifying evidence as to how an image is centre biased with an 
algorithm. This is something that can be considered when selecting appropriate 
original images for the dataset creation. 

 

5.2 Variety of Distortion Types and Levels 
As I have restricted this project to three types and three levels of distortions, we can 
improve the work by taking looking at more distortion types and levels. With the GUI 
that I have created in my CUROP project, I am able to use the distortions mentioned 
in [24] to generate more varieties of distortions. The distortions may or may not have 
different impacts when viewing the images.  

 

5.3 Saliency Models 
Apart from the human data, saliency models can be generated against the dataset 
that I have constructed. As mentioned in my initial plan, I wanted to look at any 
differences between how a person would view an original or distorted image against 
the models. Due to the shortage in time, it was not advisable to meet this plan as a 
well-planned and strong dataset must be created first. 

 

5.4 Saliency Maps of Distort600 
The saliency maps created are from 7 observers per image. As researched and 
mentioned in 5.2.3.1, I aimed to get 7 observers due to their availability and short 
length of the project. To create a stronger saliency, more experiments can be done to 
increase the number of observers per image. A strong eye tracking data collection 
would have at least 16 observers per image [17]. 

5.5 Similarity Metrics 
As mentioned in 5.3.2.3, there are a variety of similarity metrics that can be used to 
analyse the saliency maps. And since saliency research itself is evolving, more 
metrics will be created that may be more informative than the metric used in this 
project. Using different metrics, I could have more variety of visualisations. 
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6. Conclusions 
As a conclusion of my overall project, I have been able to develop a new dataset 
consisting of several distortions on different categories. This dataset was used to 
collect human fixation data which was then analysed for different findings. My main 
aim is to find any differences on human perception on images that have distorted 
versions and non-distorted versions. Furthermore, I wanted to see if different 
categories affect the perception. The process and design has been well thought as I 
wanted to get the data as reliable as possible. With my findings, I can conclude that 
there is a slight difference in perception between distorted and non-distorted images. 
Adding levels of distortions does not affect the perception even more on Colour 
Contrast and Motion Blur distortions. However, there is a noticeable difference on 
very pixelated JPEG Compression (low distortion) against high distorted JPEG 
compression. I can also conclude that Portrait type shots has the least impact on 
finding a difference in perception across all different distortions in comparison to the 
original image. Altering the categories of images e.g. Action, Black and White, Indoor 
does not have much impact on the difference of perception between distorted and 
non-distorted images.  

7. Reflection 
This project has had a lot of learning curve as I have been looking at this field ever 
since my summer internship. During my summer internship, I was still unaware of 
saliency research and the capabilities of the field. However, due time and more 
research I was able to appreciate this field of work.  

I am rather curious on how saliency models would predict saliencies in my new data 
set and if given the opportunity I would like to further study and learn more. 

One of the essential skills that stood out for me is having patience and careful 
planning. The structure of my final report has changed so much in comparison to the 
initial plan. It is true that everything takes longer than we think and that things 
cannot be rushed.  I was eager to compare models against data without thinking 
much about the data collection. As shown in my initial planning, I was overly 
ambitious in quickly creating the dataset. However, I now appreciate the careful 
planning of creating the dataset and I have been seen the importance of the dataset. 
Having a good foundation is better than a rushed outcome. 

I have also learnt the importance of reading and researching more information on 
algorithms or methods used from previous papers in order to prevent having to 
‘invent the wheel’ and create everything from scratch. What I would to improve on, is 
to be able to understand carefully other people’s work and how I could implement 
those into my work. 
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